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Current frameworks, however, either do not address all of the 
systems challenges of the federated scenario or are limited 
in their expressive power.
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Federated Learning is the effort of training machine learning 
models over distributed networks of devices, pushing 
computation to the edge and enabling data to remain local. 

Challenges:

Through Kernelized Multi-Task Learning (KMTL) each device 
can locally learn its own non-linear model, and improve it through 
a global structure learned centrally.

Kapuccino solves for        and        in an alternating fashion: 
      is solved distributedly by exploiting the dual formulation of 
KMTL and designing subproblems for each node to solve.

    , which in this case has a closed-form solution, is updated 
centrally based on the local updates           .

Systems
- Distributed
- Heterogeneity

We augment KMTL in order to address the systems and privacy 
challenges of the federated setting.

This way, we tackle the statistical challenges that other 
solutions fail to address:
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Preliminary results show that MTL outperforms global and local 
solutions. An even greater improvement is expected with the 
introduction of KMTL at the expense of higher communication 
and storage costs. 

Solution Communication cost Storage cost
Mocha/MTL O(n) O(nt)
Kapuccino/Datacenter O(# supp vectors + n) O(nt)
Kapuccino/Federated O(n) O(rank2 + n · rank)
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